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•Graph Examples



Machine Intelligence

A computer process that has 
learned to solve tasks in a 
way that mimics human 
decisions

AI solutions today are mostly 
used for very specific tasks, 
versus general applications

Artificial Intelligence

Artificial Intelligence (AI)

AI consists of several subsets of technologies that solve problems in different ways

Uses algorithms to help 
computers learn by task 
specific examples and 
progressive improvements, 
without explicit programming 

Machine Learning

Machine Learning (ML)

Uses a cascade of processing 
layers modeled on neural 
network to learn data 
representations such as 
features or classifications

Deep Learning 

Deep Learning (DL)



vs.



Contextual Learning



But We’re Not There Yet…

• Missing contextual information
• Relationships

• Adjacent knowledge

• Layers of complexity without using context to optimize processes 

• Missing context of the right data for the right decision

• Unexplainable without the context for how decisions are made



Graphs Enhance AI by Providing Context

Context for Accuracy

Connected Feature 
Extraction

Context for Decisions

Knowledge 
Graphs

Context for Credibility

AI 
Explainability

Context for Efficiency

Graph 
Accelerated ML



Connected Feature Extraction
Graphs are Context for Accuracy



Kaggle taught us that data is flat...



...but sometimes it’s who you know
• Relationships are often the strongest predictors 

of behavior

• Current machine learning methods rely on 
vectors, matrices, and tensors built from tables

• These methods simplify, or leave out entirely, 
predictive relationship and network data

• Graphs add highly predictive features to these 
models, adding accuracy without altering 
algorithms

• Graphs can infer relationships and add data 
where sparse



• Engineered features (labeled and inferred 
relationships)

• Graph algorithms (e.g. Centrality and  
Community Detection)

• Graph embeddings (DeepWalk, DeepGL, 
Node2Vec, etc.)

Connected Feature Extraction 
for Predictive Lift

Example: Financial Crimes

• Transaction Fraud
• Anti-money laundering (AML)
• Claims Fraud
• Credit Fraud
• Compliance and investigation

Methods:



Connected Feature Extraction 
for Fraud Prevention
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Graph Algorithms in Neo4j

Pathfinding 
& Search

Centrality / 
Importance

Community 
Detection

Similarity &
ML Workflow

GraphConnect 2017 GraphConnect 2018

Reference Implementations
for Graph Embeddings 
(Node to Vector)
• DeepGL
• DeepWalk

• Parallel Breadth First Search & DFS
• Shortest Path 
• Single-Source Shortest Path
• All Pairs Shortest Path
• Minimum Spanning Tree

• Degree Centrality
• Closeness Centrality
• Betweenness Centrality
• PageRank

• Triangle Count
• Clustering Coefficients
• Connected Components (Union Find)
• Strongly Connected Components
• Label Propagation
• Louvain Modularity – 1 Step

• Harmonic Closeness Centrality
• Dangalchev Closeness Centrality
• Wasserman & Faust Closeness Centrality
• Approximate Betweenness Centrality
• Personalized PageRank

• A* Shortest Path
• Yen’s K Shortest Path
• K-Spanning Tree (MST)

• Euclidean Distance
• Cosine Similarity 
• Jaccard Similarity
• Random Walk
• One Hot Encoding

• Balanced Triad (identification)
• Louvain –  Multi-Step

eBook
now

2019 Q1



Link Prediction



Graph Embeddings



And if we don't want to flatten our graphs?



And if we don't want to flatten our graphs?



Graph Accelerated ML
Graphs are Context for Efficiency



Brute force is as inelegant as it sounds

• 56% of enterprise CIOs say 
iterative model training is the 
largest ML challenge1

• Renting more and more GPU time 
is not the answer – not every 
problem is “embarrassingly 
parallel”

• Table joins bog down data 
pipelines





Accelerate Your ML Process

• Replace table joins with graph queries

• Replace sparse matrices and directional 
relationships with more efficient graph 
structures (i.e. collaborative filtering via 
Cypher query vs. matrix factorization)

• Use subgraph filtering to accelerate ML 
pipelines (Cypher queries, collaborative 
filtering, community detection, clustering, etc.)

Example: Recommendations
• Real time 

recommendations
• Customer 

Segmentation/KYC
• Churn analysis
• Dynamic pricing
• Promotions
• Patient modeling

Methods:



Knowledge Graphs
Graphs are Context for Decisions



• Link siloed or external data sources 

in an intelligent way

• Key to understand your unique, 

enterprise language

• Knowledge Base ≠ Knowledge Graph

Context doesn’t fit cleanly in an equation

CUSTOM
ER DATA

PRODUCT
DATA

TECHNIC
AL

DATA

SOCIAL
DATA

SUPPLIER
DATA

• A connected, dynamic, and understandable repository of different data types



3 Types of Knowledge Graphs

Internal knowledge 
documents & files, with 
meta data tagging

External data source 
aggregation mapped  to 
entities of interest

Context Rich Search External Insight Sensing Enterprise NLP

Graph technical terms, 
acronyms, abbreviations, 
misspellings, etc.

Examples:
• Search
• Customer support
• Document classification

Examples:
• Supply chain/compliance risk
• Market activity aggregation
• Sales opportunities

Examples:
• Improved search
• Chatbot implementation
• Improved classification



AI Explainability
Graphs are Context for Credibility



Credibility Matters

WOLF
WOLF

DOG



When you need to open the Black Box

•There are multiple types of explainability

• Explainable data – what data was used to train the model, and 
why?

• Explainable predictions – what features and weights were 
used for this particular prediction?

• Explainable algorithms – what are the individual layers and 
thresholds to a prediction?

•How do you add predictability, without reducing performance?



When you need to open the Black Box

Explainable Data: Graphs provide 
data lineage - when, where, and often why 
data was accessed

Explainable Predictions: Associating 
nodes in a neural network to a labelled 
knowledge graph allows for traversing 
related documents to an explanation

Explainable Algorithms: Early 
research shows that constructing tensors 
from graphs using weighted relationships 
may lead to explainable neural network 
algorithms



Graphs are Context for AI



Aggregation is not 
Intelligence

Learning without Context 
is not Intelligence



Will Graphs Improve Your AI?
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@markhneedham

Thanks for listening!
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